
:LWK�WKH�SUROLIHUDWLRQ�RI�DUWL®FLDO�

intelligence (AI) and machine 

learning (ML), the high-

performance computing industry’s 

increasing workloads are contributing  

to environmental damage.

It may be confusing that cutting-edge 

technology such as AI, which helps 

KXPDQLW\�LQ�VR�PDQ\�®HOGV��FDQ�KDYH�D�

negative impact and put an entire industry 

in check. Still, the increase in AI workloads 

is becoming a problem that needs  

urgent attention.

:KDW�FDXVHV�LQFUHDVLQJ��

$,�0/�ZRUNORDGV"

$UWL®FLDO�LQWHOOLJHQFH�LV�DGYDQFLQJ�IDVW��DQG�

workloads are becoming bigger due to 

data volume and algorithm complexity.

Developing an intelligent machine 

requires the ability to make inferences  

that involve applying logical rules to 

deduce a possible conclusion. Current  

ML models do this by storing and 

classifying astronomical volumes of data, 

which is one of the factors responsible for 

large workloads.

The complexity of deep learning 

models – used to understand the data 

and apply the logical rules – typically 

requires recursion to process millions of 

processing time, the hardware has to work 

KDUGHU��FDXVLQJ�D�VLJQL®FDQW�WHPSHUDWXUH�

rise, which demands more cooling. This 

not only increases costs but also leads to 

a larger carbon footprint – a direct result 

of greenhouse gas emissions. Therefore, 

the increasing AI workloads should not 

only be considered from a technical 

perspective. They ought to be managed 

to curb the environmental damage and 

ecological deterioration that is impairing 

the globe and primarily impacting the 

most underprivileged populations[3].

parameters, demanding lots of resources. 

Therefore, the more complex the 

algorithms, the greater the workload.

2SWLPLVLQJ�WKH�0/�ZRUN°RZV�WR�UHGXFH�

workloads is not easy. According to Dion 

Harris[1], Head of Product Marketing for 

Accelerated Computing in HPC, AI, and 

4XDQWXP�&RPSXWLQJ�DW�1YLGLD��VRPH�+3&�

XVHUV�PD\�QRW�KDYH�WKH�VSHFL®F�VNLOOV�

WR�RSWLPLVH�$,�0/�ZRUN°RZV��DQG�$,�0/�

experts may not have the experience to 

optimise them on HPC systems. Harris 

sees a gap between researchers with 

applied AI backgrounds and those with 

VFLHQWL®F�FRPSXWLQJ�NQRZOHGJH�

“The rate at which AI is evolving requires 

deep expertise in data extraction, data 

preparation, AI training and inference, 

across a growing range of AI foundational 

models and techniques,” he says. As a 

result, gaining experience lags behind the 

pace of AI evolution. Additionally, Ying-

Chih Yang[2], CTO at SiPearl – a European 

company working to develop a low-power 

exascale microprocessor – thinks  

WKH�ZRUN°RZ�RSWLPLVDWLRQ�LV�DOVR�

problematic because the addition of 

heterogeneous computing elements, 

such as GPUs or AI accelerators, improves 

performance on workloads while 

increasing software complexity.

:K\�DUH�LQFUHDVLQJ��

ZRUNORDGV�VR�FULWLFDO"

From a business standpoint, the shortest 

answer is “money”, as increased 

workloads lead to longer processing 

times, higher power consumption and, 

consequently, higher costs. However, a 

VKRUW�DQVZHU�LV�LQVX±FLHQW�WR�EHFRPH�

aware of the real problem.

The increase in workloads has a 

VQRZEDOO�H¬HFW�IURP�PRUH�WKDQ�RQH�

SHUVSHFWLYH��:KHQ�ZRUNORDGV�LQFUHDVH�

INCREASING WORKLOADS 
AND THE GROWTH OF 
HPC AND AI SYSTEMS 
ARE CREATING A CARBON 
CRISIS FOR RESEARCH, 
WRITES EUGENIA BAHIT
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“The carbon footprint 
needs to be viewed 
systematically, including 
development and 
transport of materials, 
manufacturing and 
transport of components, 
system design, energy 
sources, and reuse”
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Yang emphasises the importance 

of viewing greenhouse gas emissions 

as a whole by pointing out that “the 

carbon footprint needs to be viewed 

systematically, including development and 

transport of materials, manufacturing and 

transport of components, system design, 

energy sources, and reuse”.

Reducing the carbon footprint of AI 

workloads is a shared responsibility 

encompassing low-power hardware 

SURGXFWLRQ��ZRUN°RZ�RSWLPLVDWLRQ��

renewable energy sources, and a holistic 

approach covering the three greenhouse 

gas emissions scopes: direct, indirect, and 

indirect third-party emissions.

+RZ�GRHV�$,�D¬HFW�WKH�HQYLURQPHQW"

The environmental impact of AI has been 

studied in recent years.

,Q�������$OH[DQGUH�/DFRVWH�DQG�D�

group of Canadian scientists presented a 

Machine Learning Emission Calculator for 

cloud-based platforms[3]. They found that 

choosing a provider based on location 

R¬HUHG�D�VLJQL®FDQW�GL¬HUHQFH��7KH�VDPH�

model tested on three providers resulted 

in a carbon footprint 50 times larger in 

South Africa and 45 times bigger in China 

than in Canada. They also mentioned  

WKDW�*38V�ZHUH����WLPHV�PRUH�H¬HFWLYH�

WKDQ�&38V�DQG���WR���WLPHV�OHVV�H¬HFWLYH�

than TPUs. In an interview with journalist 

Payal Dhar, Lacoste expressed that  

using renewable energy for training  

0/�PRGHOV�ZDV�WKH�PRVW�VLJQL®FDQW�

change possible[4].

After the interview with Lacoste, Dhar 

wrote an article summarising studies 

since 2018. The report, titled “The carbon 

LPSDFW�RI�DUWL®FLDO�LQWHOOLJHQFHq�DQG�

published in Nature Machine Intelligence[4], 

KLJKOLJKWHG�D�®QGLQJ�VKRZLQJ�WKDW�WUDLQLQJ�

a single ML model emitted the equivalent 

CO
2
�RI�����URXQG�WULS�°LJKWV�EHWZHHQ�1HZ�

York and Beijing.

That same year, a study by Simon 

Portegies Zwart[5] found that Python, the 

most popular programming language in 

astrophysics, produces the most CO
2
. 

The paper concludes that using GPUs 

in computational astrophysics can 

VLJQL®FDQWO\�UHGXFH�WKH�FDUERQ�IRRWSULQW�

DQG�HPSKDVLVHV�XVLQJ�PRUH�H±FLHQW�

languages, such as Julia or Rust.

In 2021, Loïc Lannelongue wrote 

the article “Carbon footprint, the (not 

so) hidden cost of high-performance 

computing,”[6] which exposed numerous 

®QGLQJV�RQ�WKH�HQYLURQPHQWDO�LPSDFW�RI�

AI. Lannelongue, a principal contributor to 

several studies on this matter, suggested 

that the lack of data could be the primary 

reason this issue was not considered 

important within the industry.

Towards the end of 2021, an editorial 

note from Tan Yigitcanlar, published in the 

MDPI Sustainability journal, summarised 

the Green AI approach. He explains how it 

goes beyond the transition to renewable 
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energy sources and its importance as 

SXEOLF�SROLF\�DQG�LWV�UHOLDQFH�RQ�H¬HFWLYH�

government regulations for success>�@.

In 2022, Lannelongue participated in 

a study analysing “The Carbon Footprint 

of Bioinformatics”[8], concluding that: (a) 

cloud-based solutions reduce overhead 

power consumption; (b) the relationship 

between carbon footprint and the 

number of cores is not linear; (c) power 

consumption depends on the allocated 

memory; and (d) in some cases, the use 

of GPUs reduces the execution time, but 

multiplies the carbon footprint.

6RPHWKLQJ�LV�ZURQJ

Studies seem to agree that cloud-based 

+3&�LV�WKH�PRVW�HQHUJ\�H±FLHQW��5HDGLQJ�

the sustainability reports of cloud-based 

HPC owners, everything seems to be on 

WKH�ULJKW�WUDFN��0RVW�DLP�WR�UHDFK�QHW�]HUR�

emissions by 2030 and similar goals.

However, although the HPC era began 

LQ�WKH�����V[14], it was not until the end 

RI�WKH�����V�ZKHQ�WKH�®UVW�WHUDVFDOH�

supercomputer appeared and towards the 

HQG�RI�WKH�����V�WKDW�WKH�®UVW�SHWDVFDOH�

supercomputer saw the light.

Long before the current exascale era, 

the world already knew about the severe 

consequences of fossil fuel burning 

and the necessity of renewable energy 

VRXUFHV��7KH�8QLWHG�1DWLRQV�)UDPHZRUN�

Convention on Climate Change was 

adopted and signed by 154 countries 

LQ�������7KH�GDPDJHV�RI�JUHHQKRXVH�

gas emissions were already in the public 

domain when the IBM Roadrunner 

astonished the world.

However, if the world already had this 

NQRZOHGJH�DW�WKH�HQG�RI�WKH�����V��ZK\�

do the sustainability plans of cloud-based 

AI companies set 2030 as the goal for 

UHDFKLQJ�FDUERQ�QHXWUDOLW\�RU�QHW�]HUR"�

A possible answer could be found in 

an article>�@ by Jay Boisseau – HPC & AI 

Technology Strategist at Dell – where he 

gives three reasons for energy  

reduction: a reliance on costly fossil 

fuels, the environmental impact, and 

government pressure.

+RZ�FDQ�$,�QHJDWLYHO\�LPSDFW�KXPDQLW\"

In January 2023, The Lancet published 

an article titled “Climate Change, Health, 

and Discrimination: action towards racial 

justice” [10], which mentions that the Global 

1RUWK�LV�UHVSRQVLEOH�IRU�����RI�KLVWRULFDO�

CO
2
 emissions despite representing only 

����RI�WKH�JOREDO�SRSXODWLRQ��,W�PDNHV�

VHQVH��VLQFH�WKH�*OREDO�1RUWK�ZDV�WKH�®UVW�

to industrialise. 

However, the priorities and reasons 

driving the industrialised world seem more 

aligned with individualistic and economic 

interests rather than the common good. 

Therefore, it is worth wondering what 

the priorities and reasons would be 

for reducing the carbon footprint and 

power consumption if the derived costs 

of fossil fuel burning were not so high. 

)RUWXQDWHO\��WKH\�DUH��6R�WKRVH�ZKR�VX¬HU�

the most from the product of global 

warming – namely, the Global South, 

which includes low-income countries and 

black, brown, and indigenous populations 

– could potentially avoid some of the 

WHUULEOH�H¬HFWV�RI�DQ�HFRQRP\�ZKLFK�LV�

intrinsically supremacist[12] and unable 

to act motivated solely for the common 

good. Unfortunately, the Global South is 

already experiencing the impacts of global 

warming[10] due to the apathy of a world 

economy that has been inherently racist[11]

[12] for decades.

:KDW�LV�WKH�+3&�LQGXVWU\��

GRLQJ�WR�IDFH�WKH�SUREOHP"

Each organisation works for sustainability 

IURP�GL¬HUHQW�SHUVSHFWLYHV�

$W�1YLGLD��+DUULV�VD\V�LW�LV�DGGUHVVLQJ�

the new AI era challenges on multiple 

levels. They focus on helping researchers 

by providing training, tools, and libraries 

– such as TensorRT – to optimise AI/ML 

ZRUN°RZV�DQG�SUH�WUDLQHG�PRGHOV�DQG�

GPU-optimised frameworks. However, 

WKH\�DUH�DOVR�ZRUNLQJ�RQ�HQHUJ\�H±FLHQW�

hardware. Harris says that towards the 

end of 2023, they will start distributing the 

Grace CPU and Grace-Hopper CPU-GPU, 

enabling existing data centres to maintain 

“The main  
çì#èõèñ÷ìä÷òõ�òé�ÕÞÖÒ� 
is the use of 100% 
hydroelectric power”

��ÑÒÐÑ´ÙÎÛÏØÛÖÊ×ÌÎ�ÌØÖÙÞÝÒ×Ð
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performance while doubling energy 

H±FLHQF\��7KH\�DOVR�SUHVHQWHG�FX/LWKR��

D�OLEUDU\�IRU�19,',$�+RSSHU�*38�V\VWHPV�

that optimises the inverse lithography 

technology processes – used to develop 

nanoscale semiconductors – reducing 

power consumption to up to six times less 

than current CPU systems.

Intel, AMD, and ARM, among others, are 

ZRUNLQJ�RQ�PRUH�H±FLHQW�KDUGZDUH��ZKLOH�

organisations such as SiPearl and LUMI 

are going even further.

/80,��7KH�FOHDQHVW��PRVW�H¬HFWLYH�

IXWXUH�H[SHULHQFH�DW�WKH�SUHVHQW

“HPC is energy-intensive and, therefore, 

has a high CO
2
 footprint if operated 

in the wrong manner,” says Dr Pekka 

Manninen[15], Director of Science and 

Technology at CSC, the Finnish centre 

where LUMI (one of the pan-European  

pre-exascale supercomputers) is located.

LUMI, a high-performance 

supercomputer with a sustained 

FRPSXWLQJ�SRZHU�RI�����SHWD°RSV��LV�

considered one of the most advanced 

centres in terms of sustainability. Its 

entire power consumption comes from 

renewable energy sources, and the waste 

heat generated by the centre is used 

by the Finnish energy company Loiste, 

FRQWULEXWLQJ�QHDUO\�����WR�WKH�GLVWULFW�

heating system. “By operating the HPC 

systems with CO
2
-free energy, the game 

FKDQJHV��7KH�PDLQ�GL¬HUHQWLDWRU�RI�/80,�

LV�WKH�XVH�RI������K\GURHOHFWULF�SRZHU�q�

says Manninen.

Based on an AMD Instinct GPU 

architecture, LUMI is the fastest HPC in 

Europe according to the TOP500 list and 

the third worldwide[13]. “The tenders were 

evaluated in terms of their technical value, 

performance, supply chain considerations, 

DQG�(8�DGGHG�YDOXH��:H�YDOXHG�SULFH�

SHUIRUPDQFH�DQG�HQHUJ\�H±FLHQF\�D� 

lot, which gave the edge to AMD,”  

says Manninen.

:KHQ�LW�FRPHV�WR�VXVWDLQDELOLW\��KH�LV�

GLUHFW��p1R�+3&�IDFLOLW\�VKRXOG�FRQVLGHU�

DQ\�RWKHU�FKRLFH�WKDQ������&2
2
-free 

electricity. That is the leading factor in the 

sustainability of an HPC installation. The 

rest, like providing users with information 

about their jobs, tinkering with energy-

H±FLHQW�DOJRULWKPV��VFKHGXOLQJ��HWF���ZH�

have seen over the years, is just ‘peanuts’, 

and the whole equation of end-to-end 

sustainability is dominated by the choice 

of power sources.”

Like Yang, Manninen thinks sustainability 

should be seen as a whole, building 

an end-to-end systematic evaluation 

methodology that considers the system 

supply chain to its decommissioning.

6L3HDUO��WKH�HQHUJ\�H±FLHQF\�

PLFURSURFHVVRU�SURPLVH

)RXQGHG�LQ������DQG�KHDGTXDUWHUHG�LQ�

France, SiPearl is working to produce 

a low-power, high-performance 

PLFURSURFHVVRU��7KH�®UVW�JHQHUDWLRQ��

5KHD��DLPV�WR�EH�WKH�®UVW�ZRUOGZLGH�+3&�

dedicated processor designed to support 

any third-party accelerator and deliver 

HQHUJ\�H±FLHQW�FRPSXWLQJ�DW�VFDOH��

explains Yang.

“SiPearl’s product roadmap targets 

reducing the carbon footprint for 

ZRUNORDGV��:KHQ�DYDLODEOH��WKH�SURFHVVRU�

VKRXOG�VLJQL®FDQWO\�UHGXFH�WKH�FDUERQ�

IRRWSULQW�E\�XS�WR�����DQG�����q�KH�VD\V�

Rhea is based on a low-power  

RSWLPLVHG�$UP�1HRYHUVH�DUFKLWHFWXUH��

ZKLFK��DFFRUGLQJ�WR�<DQJ��pR¬HUV�DQ�LGHDO� 

“SiPearl’s product 
roadmap targets 
reducing the carbon 
footprint for workloads”
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choice for performance per watt and 

HQHUJ\�H±FLHQF\�IRU�VFDODU�DQG� 

vector processing.” 

Yang further points out that SiPearl is 

working with Arm to integrate the network 

on the chip to interconnect the compute 

elements. He highlights the importance of 

the comprehensive Arm plan to produce 

future processor cores for seamless 

software migration, facilitating consistent 

improvements over time.

:KDWoV�QH[W"

1R�RQH�FDQ�GRXEW�WKH�DGYDQWDJHV�RI�

AI when every day, the media leave us 

astonished with technological innovations. 

But the world lives two parallel realities. 

2QH�LV�WHFKQRORJLFDOO\�SHUIHFW��®OOHG�ZLWK�

unimaginable advancements, where large 

companies invest billions in increasingly 

sophisticated technology. And then, 

there is the other reality. One in which the 

waste ends up, and the nations that were 

RQFH�FRORQLHV�RI�WKH�IRUPHU�VWLOO�VX¬HU�

the consequences of inequality. It is a 

reality where energy crises force entire 

populations to live in inhumane conditions.

&DUERQ�QHXWUDOLW\�DQG�QHW�]HUR�DUH�

preferable to any greenhouse gas 

emissions. However, they are not the 

ultimate solution. The workloads required 

to train deep learning models are growing 

daily, increasing power consumption. 

7KH�RQO\�YLDEOH�RSWLRQ�LV�D�MRLQW�H¬RUW�WR�

transition to renewable energy sources, 

build a systematic methodology for 

comprehensively evaluating sustainability, 

GHYHORS�HQHUJ\�H±FLHQW�KDUGZDUH��

DQG�RSWLPLVH�$,�0/�ZRUN°RZV�ZLWKRXW�

neglecting the fundamental role of states, 

where nations commit to creating  

clear public policies that include minorities 

and underprivileged populations in 

decision-making. 
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